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Abstract

This paper is the extension of work presented at the IARP Conference “Bio inspired robotics” held in Frascati (Italy), 14 May 2014.

The subject is the localization problem of an underwater swarm of autonomous underwater robots (AUV), in the frame of the HARNESS project; by localization, we mean the relative swarm configuration, i.e., the geometrical shape of the group. The result is achieved by using the signals that the robots exchange. The swarm is organized by rules and conceived to perform tasks, ranging from environmental monitoring to terrorism-attack surveillance.

Two methods of determining the shape of the swarm, both based on trilateration calculation, are proposed. The first method focuses on the robot’s speed. In this case, we use our knowledge of the speeds and distances between the machines, while the second method considers only distances and the orientation angles of the robots. Unlike a trilateration problem, we do not know the position of the beacons and this renders the problem a difficult one. Moreover, we have very few data. More than one step of motion is needed to resolve the multiple solutions found, owing to the symmetries of the system and optimization process of one or more objective functions leading to the final configuration. We subsequently checked our algorithm using a simulator taking into account random errors affecting the measurements.
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1. Introduction

This work was realized in the context of the HARNESS project (Human telecontrolled Adaptive Robotic Network of SensorS) currently in progress in our laboratory [1, 2]. The HARNESS project aims at the realization of an underwater multi-body robotics system able to perform tasks in a fast and reliable way, and with a swarm-like behaviour. The availability of a suitable robotic swarm could be relevant in many operations: such as surveillance of sensitive sites, fast exploration of relatively interesting areas and detailed analysis of objects without removing them from their underwater sites (i.e., archaeological goods).

The aim of this work is the reconstruction of the swarm configuration using the signals they exchange. We have treated this task in [3] and [4], but now we have a new method. In the underwater world, a severe limitation of our
communications technology is, perhaps, the main drawback: the physical medium only permits acoustic channels, since electromagnetic waves are rapidly dampened. The acoustic technology is heavily affected by a fast decay, a temporal delay, and so on, in the signal band-pass as soon as the distance increases, as well as in the case of limited ranges. This limitation can be overcome by a suitable and intelligent spatial distribution of transmission nodes (the swarm members themselves), allowing an enhanced throughput of data through logical and physical routing. In our system, an attempt to use a cheap optical communication system, together with the acoustic one, is under investigation.

Note that we are talking about the geometric arrangement of robots in space; therefore, getting an absolute localization for the group requires one member of the swarm to have an absolute localization: for example, when one member has a fixed position by GPS.

In this paper, we present the results of some calculations relative to possible methods that can be adopted in our system. This paper is an extension of a conference communication [4], the principal differences of which are described below. We present another algorithm based on the minimization of one or more objective functions; in the previous paper, we solved a system of equations that is less efficient. We present some approximation possibilities to obtain the configuration more quickly. Constraints placed on the variables to facilitate convergence of the calculations are introduced. We propose the possibility of working by integer numbers’ approximation, taking into account the precise degree required; this ensures that we obtain an absolute minimum of the objective function that has the mean of the real configuration. Another software simulator was built. Random errors in the simulated measurements of the distances and orientation angles used for the calculation were introduced, and their influence evaluated. A large bibliography was added. We go on to describe the equipment that the robots must carry on board. Some possible operative scenarios are described. In conclusion, the objective of the two papers is the same: to obtain the configuration of the swarm. New results obtained include a new algorithm closer to real operating conditions, which work more efficiently.

In localizing the configuration of the swarm, we are dealing with something similar to a trilateration problem, but in our case, we do not know the position of the beacons; this makes the problem more difficult. Therefore, we try to obtain the configuration despite this circumstance and also that of a lack of data.

The calculation is based on trilateration between three or more robots in different steps of motion. The minimum data used in the calculation was the orientation of the robots and the distance between them.

The HARNESS project seeks to realize an underwater multi-AUV robotic system, arranged in a swarm organiza-
A swarm is able to perform tasks in a quicker and more robust manner than is possible by a single machine [110, 12]. Moreover, a swarm has the advantage of the simplicity of interfacing with human users, which factor overcomes the problem of controlling a large number of individuals. In a swarm, the robots operate with a common objective and share the job workload. The problems caused by the absence of one member can be easily solved by redistributing the job among the remaining members, such as in natural systems like that of bees [13 - 17]. This feature is especially useful if we consider its potential application in the discovery and surveillance of submarine archaeological sites. A characteristic of the swarm is that the geometric distribution of this system’s members is flexible and adaptable to the task and environment.

The most interesting areas to explore and protect are those in close proximity to coasts, and with depths ranging between 50 and 200 m. Professional and expensive divers can operate only to a maximum of 70-80 m in recovery operations, and simple and fast explorations cannot be performed by humans beyond 100 m.

The use of robotic technologies in ocean surveys, inspections, pipe and cable tracking has been well-established in the field of marine engineering for many years [10]. The performance of marine robotics technology has developed quickly in recent years, when many autonomous underwater vehicle systems moved from the prototype stage to scientific, commercial and military uses.

The goal of this paper is to present some of the novel concepts developed in the HARNESS project. We will discuss the advantages and drawbacks of the project’s concepts and describe the prototype under construction. Finally, we will focus on the crucial problem of the localization of the swarm, offering some proposals for an efficient solution suitable in some scenarios.

2. The Swarm Concept

The use of a large number of very low-cost mini-AUVs [3, 9], could limit the use of the expensive surface ships to the deployment phase, taking advantage of the parallel exploration to shorten times and obtain many other advantages [6].

The concept of robot swarms has been a theme of study in the scientific community for several years. The realization of swarms of different numbers of cooperating robots has been successfully attempted, but is still a challenge in an underwater environment [18 - 25]. Many of the difficulties of the unfriendly underwater environment are mainly focused on the problem of fast and reliable communication links. Swarm research has been inspired by biological behaviours, such as that of bees [15, 14], and has long taken advantage of concepts of social activities [26], labour division, task cooperation [27] and information sharing. A single-robot approach is affected by failures that may prevent the success of the whole task. However, a multi-robot approach can benefit by the parallelism of the operation, and by the redundancy of the use of multiple agents [28].

An advantage of the swarm, considered as a whole entity, lies in the possibility of parallelizing very heavy computation. As an example, an image analysis to recognize a landmark is a typical task that can be parallelized and distributed to the various machines, providing that an adequate communication network is available. In the same way, it offers the advantage of a simple means of interfacing with the human end-users, overcoming the problem of controlling a large number of individuals. On the other hand, the disadvantage is that a swarm needs one more layer in the control system: the layer that shares the task between the human and the individual machine [19].

In a swarm, the members operate with a common objective, sharing the job workload; the absence of one member can be easily taken care of by redistributing the job among the others. The geometrical distribution of the members of this system is flexible and adaptable to both the task’s and the environment’s characteristics; in particular, that of communication. In the underwater world, the physical medium makes the acoustic channels the most convenient ones, since electromagnetic waves are rapidly dampened [29 - 31]. The acoustic technology has limited performance; the band-pass increases as frequency increases, but its damping limits the useful range [32]. The swarm technology allows us to avoid this drawback by means of a suitable and intelligent spatial distribution of transmission nodes [33, 34], with the swarm members themselves modifying the
physical dispersion/geometry. This can be achieved by adapting and allowing the exploitation of ultra-high frequencies and an enhanced data transmission through logical and physical routing (See Fig. 2 and Fig. 3, where two examples of swarm configuration are shown for different tasks). [21, 33, 35 - 32]. In practice, it is a multi-hop network with varying geometry. Different geometry configurations of the nodes and the elements of the swarm itself, allow higher or lower data rate transmission. The use of a high frequency allows a higher band-pass, but it is well known that it is more dampened by the water. So far, an intelligent configuration of the node, as indicated in the figures, is desirable, varying the distances between them as a function of the task. One of the aims of the project is the study and implementation of different behaviours in the swarm, to generate a collective shaping as a response to environmental stimuli and to modify the communication parameters in order to maximize the system’s performance.

The swarm control must balance three different objects: the various requests of the operator (e.g., modify the mission task), the swarm’s needs and the management of its individual members (e.g., obstacle avoidance, loss of communication links, etc.).

This equilibrium can change depending on the assigned tasks, the survival risk associated with the operation of each robot and the risk associated with the loss of connection with the rest of the swarm. Approaches to these aims currently under study include neural network techniques, fuzzy logic and genetic algorithms [43]. The result is the selection of collective behaviours that must be compatible with all of the aforementioned conditions.

In the swarm, there is no central brain, mainly because of the excess needs of band-pass required by such a brain to communicate with all members of the swarm. Each individual must possess an intelligent local control system capable of managing its choices according to the choices of its neighbours, based on the available data. These data will differ depending on the position of the individual machine inside the swarm, the data propagation speed and, in special cases, by the role of some individuals (e.g., a scout going onto the surface for communication and localization by GPS).

Data coherence along the swarm, being affected by the position of the members and by the data propagation speed, is also a current research topic.

Therefore, the system has to adapt itself to the environmental characteristics, with special reference to the problems arising in communication within the swarm, and between the swarm and humans. These aspects are related to both the communication channel and to the geometrical distribution of the multi-robot system.

This can be obtained by a correct geometrical configuration of the swarm. In the case of swarm-human communication, an element of the swarm has to emerge in order to maintain the link with the other elements.

3. The Technological Challenge

In this section, we offer some key concepts that we use to develop our swarm. A possible, fairly efficient way to achieve this result is to organize a number of cheap, small units able to change their relative cooperation modes, geometries and other functional parameters by means of relatively simple rules that every member of the swarm must follow; the Reynolds’s boids [44] are a very famous example. Typical objectives of these rules are the maintenance of group coherence, the capability to follow a common target, the ability to avoid foreseen or unforeseen obstacles, and the ability to share and use data perceived by the entire group membership. All these group behaviours allow, in an implicit manner usually called “emergent behaviour”, for the most appropriate means of interacting with the surrounding environment. Four topics are identified as key elements of the architecture: Communication, Control, Localization and Teleoperation. Each of those topics alone would keep many people busy for a long time, so we shall just offer a brief consideration of their application in the HARNESS project.
investigation and will be explored in greater detail during future developments of the project. It is sufficient, however, to state that it clearly involves the definition of rules in explicit (expert system) or implicit (neural networks) forms, and should be capable of on-the-job learning.

Three main control layers are a possible schematization of the control system: the Communication control, the Swarm control and the Individual control. In addition, a fourth layer — the Arbiter — is deputed to solve conflicts that can arise among the previous levels. While communication and individual control are often studied, we underline the importance of the Swarm control and “Swarm rules”, which are assigned but which sometimes have to be changed by the operator or as a result of the swarm’s own learning.

The global control architecture will be built around three basic issues: the human supplied goals; the internal operational rules, ensuring stability and coordination of the members’ behaviour through the communication network; and the emergencies and automatic answers of individuals (i.e., protection of themselves, obstacles avoidance).

The localization can be divided in three categories. Precise localization (i.e., in the arbour using a fixed buoy), Rough localization (i.e., during navigation), and Relative localization (i.e., geometric configuration of the swarm). We also used three scenarios: Structured environment, Free navigation and Close to objective. We shall go into the details of Relative localizations in the following paragraphs.

It is a difficult task to merge teleoperation with the swarm concept; therefore, we prefer the term ‘TeleCooperation’ to that of ‘Teleoperation’. Orders from a human operator are passed on as needs with high priority, in accordance with the philosophy of the swarm. The swarm readapts on the basis of the new needs.

4. Our prototype

Figures 4 and 5 show the Venus prototype, realized in our laboratory. It has the following characteristics:

**Figure 4. Low-cost Venus AUV**

Maximum depth 100 m; Maximum speed 4 Km/hr; Weight approximately 20 Kg; Autonomy 3 hrs; Dimensions 1.20 m X 0.20 m in diameter.

Standard sensors include a stereoscopic camera, sonar, an accelerometer, a compass, a depth meter, hydrophones and side-scan sonar equipment.

We are dealing with a system made up of a swarm comprising 20 objects. Distances between robots are between 3 and 50 m. Therefore, the maximum possible distance between two robots is about 1000 m, as a very particular alignment case; the average value of the distances is approximately 10 m.

It is our intention to use an optical, high-power transmission device together with the acoustic modem. It will be used for a number of different experimental approaches integrating the acoustic data channel and direct vision sensing. Optical methods are very powerful but their performance is affected by many very variable parameters such as salinity, turbidity, the presence of dissolved substances that change colour and the degree of transparency in different optical bands, and the amount of solar radiation, which has a strong effect on the signal to noise ratio. The current approach uses a mixed strategy based on the variable exploitation of the optical channel, depending on the environmental conditions. In favourable conditions, the transmission protocol will freely decide which channel to adopt, depending on the priority, distance-to-cover and dimension of the message itself. In less favourable conditions, the optical channel will be limited to the fundamental synchronization task, generating a light lamp that will optimize the message passing through the optical channel (and several other communication functions). In poor optical conditions, strong but very short time lamps will ensure references that allow for safe visual navigation. Therefore, communications can take place with greater or lower speed in the optical or acoustic domains, with different delays, attenuations, angular distributions of the radiated power, and so forth. We shall use one or the other depending on the environmental conditions: in fresh and homogeneous water, optical methods will be preferred.

5. The Localization Problem

Localization and (eventually) mapping are key to successful navigation in autonomous mobile platform technology, and are fundamental tasks performed in order to achieve high levels of autonomy in robot navigation, and robustness in vehicle positioning and values of the data [45, 46, 5].

---

Figure 5. Robot prototype during a test in the pool
cooperative localization as in [54, 55]. The typical literature uses beacons or visible landmarks; more interesting methods are information exchange to reduce errors in dead reckoning navigation, or bio-inspired localization [56]. In our paper, we do not perform absolute localization but only configuration, and in a totally new way, using only the distances and speed (or orientation angles) exchanged between the machines.

Robot localization and mapping are commonly related to cartography, combining science, technique and computation to build a trajectory map that can be used to correlate spatial information with the data collected by the sensors. Therefore, an autonomous robot should be able to construct (or use) a map and localize itself within it. The localization achieves not only the localization of the robot itself but also allows it to reach some objectives: for example, a sensor positioned on the sea floor which gathers data or obtains a specific position in the sea (or a pool [57]) to monitor. A possible working method consists of distinguishing between different scenarios for the localization of the robot, i.e., a structured environmental scenario, or otherwise. We distinguish between the problems of localization for a single robot and for a swarm; the latter must solve the configuration problem, which we call 'relative localization'. However, the swarm also has the possibility of collecting information from many points of view to perform cooperative localization. Localization of a single entity is a problem relevant in understanding a metric of the space, possibly realized only by a sequence of reference points, and placing the entity in relation with the established metrics or with given reference points. Localization of a swarm requires different techniques that can be used with the different information that can be gained by putting them together. As an example, cooperative localization can be realized if the swarm recognizes a landmark by combining different pictures taken by different robot [38, 54, 58]. The problem can be considered as a system with many inputs (distances, speeds and orientation angles) and many outputs (the relative positions of the machines), which is therefore a MIMO system.

The localization concept does not necessarily coincide with the definition of a reference frame metric. For many animals, for example, localization may be related to different types of metrics, such as those linked to research sources for something that is critical to their life (or, for the swarm, a more important economy). Food for animals is the equivalent to a source of pollution in the mission for our swarm engaged in environment monitoring. They are both represented as “needs” of the swarm.

In this case, we refer to identification on a physical field with gradients of arbitrarily complex shapes; our position therefore refers to the smell, small or large in magnitude, of our relative reference parameter (i.e., oil presence). We can move towards the higher value of the field, the oil trail, in order to reach the source. In this circumstance, the geometric or geographic locations are meaningless for the purpose of the mission, but communication with a human supervisor requires reference to the geographical location.

The gradient localization is an example of not metric but topological localization; its realization is similar to the force field used in obstacle avoidance techniques.

Another example is the kinaesthetic sense of the human body; it works with sensitivity to a muscle extension that is detected by non-metric variables. The brain later relates these variables to position the body within the world around it, and thence to a geometric structure.

Of course, to perform this kind of localization related to a parameter, the swarm must be able to obtain the parameters’ correct values using sensors, i.e., if we locate by smell then we must have a nose. It is important to note that the meaning of a map is very general. It is a multidimensional set of associated features (houses, streams, odours) that allow you to switch gradually from a certain place to another place via a route that is typically (but not necessarily) geographic.

A tracking system used by humans and animals is constructing a map of the environment by fixing in the memory a set of recognized items that are connected to each other. These kinds of items are very general and are not necessarily geographic in nature (although those are by far the most important type). Moreover, the human mind often does not work geographically. Rather, the mind associates the recognition of a number of characteristic features (houses, streams, odours) with other distinguishing features (other homes, streams, smells, plants) that have the characteristic of “proximity” with those that preceded them. The “map” thus becomes a multidimensional set of associations.

The number of dimensions of this approach is relative because it depends on many variables, some of which are difficult to measure. Moreover, for a human, this number is relevant only in relation to other needs (e.g., the time it takes to go from one place to another).

The geographic approach, supported by the geometric metrics, is a powerful tool that humans have developed and which allowed them to make huge progressions relative to those of other species, but is not essential to the success of a mission and is not the only factor.

In the case of a swarm or a non-rigid single machine, its localization relative to the other members of the swarm is also relevant. Since the shape of the swarm is very important for the mission, relative localization has the same importance as absolute localization; we can use the same conceptual categories defined by absolute location, which are, again, not necessary geometric. However, leaving the purely conceptual world and progressing to basic concepts, we may say that the swarm’s location can ignore these issues and extend beyond the location of a geometric type.
Now, we will show briefly some kinds of localization in metric form.

The easiest form of metric localization to understand is that using a Cartesian frame system, and in this contest the simplest form of localization is the open loop estimation, which has the means of estimating position based on expected results of motion commands. Therefore, no contribution from the sensor is required and no feedback is calculated.

Without an external reference, such as acoustic beacons at known positions, the vehicle has to rely on proprioceptive information obtained through a compass, a Doppler Velocity Logger (DVL) or an Inertial Navigation System (INS). To this end, one of the commonest methods totally internal to the robot family is the dead reckoning, which is the most common method after the open loop.

The information that the robot gathers can be divided into two kinds: those from idiothetic and allothetic sources. That information involves internal and external sensor source data: for example, if a robot is counting the number of wheel turns in order to calculate space, this is classed as an internal source.

The allothetic source corresponds to the sensors of the robot, such as a camera, microphone, laser or sonar. A typical problem of this method is "perceptual aliasing"; this means that two different places can be perceived as the same. For example, it may be impossible to determine your location in a building because all corridors look the same; this is sometimes true for humans dependent solely on visual information.

The most commonly used dead reckoning sensor is an INS. An INS measures the linear acceleration and the angular velocity of the vehicle using three accelerometers and three gyroscopes. Typical underwater external sensors used to correct accumulated errors from the integration of the INS measurements, are Doppler Velocity Log Sensors (DVL), Ultra Short Baseline (USBL) and Differential Global Position Systems (DGPS/GPS); the latter is only used when the vehicle is operating in shallow waters which it can leave in order to fix (and eventually communicate) the position.

Independent of the quality of the sensors used, the errors in the position estimations based on dead-reckoning information grows without an upper limit. Typical navigational errors include the distance travelled by vehicles travelling within a hundred metres of the sea. Lower error rates can be obtained by using large and expensive INS systems, but error rates for vehicles relying only on a compass and a speed estimate can be higher than 10%, after 100 metres. The errors can be reset if the AUV comes to the surface by GPS, but this is sometimes impossible (when under ice, for example) or undesirable (during a security operation) [7]. The use of beacons to form a Long Baseline (LBL) array limits the operation area to a few square kilometres and requires a substantial deployment effort before operations to pose the beacons, especially in deep water. This reduces the advantages of AUV and requires use of an expensive ship to support the operation.

Other methods employ the use of a landmark. If we use external references, like humans, we have to deal with their definitions and position them on a map (metric or otherwise). Any kind of landmark is subject to classification based on its attributes. Moreover, the identification of a landmark often suffers from ambiguity, owing to the multiple solutions of the associate equations describing it. A set of features’ location estimates can be thought of as a map. The challenge is to combine INS/dead-reckoning and other information with sensor observations of features to build a map, either locally or globally referenced.

A more modern method consists in matching measurements of one or more geophysical properties, such as bathymetry, gravity or magnetic fields, to an a priori environment map [59, 60, 45, 61, 62]. If there is sufficient spatial variation in the parameters being measured, there is the potential to reduce navigation uncertainty. A turtle’s migration, for example, is monitored by magnetometers measuring the earth’s magnetic field variations. However, these techniques often require an a priori map of the environment that is not available. The marine turtle’s migration is monitored by a magnetometer with three axes, but the resolution of this system is 35 nautical miles [63, 64].

It seems to be a good idea to divide the localization problem for a swarm into three tasks:

1. Absolute localization (AL), has the meaning of localization of one member of the swarm with respect to a fixed reference system.
2. Relative localization (RL) of a swarm’s member with respect to the other members’ configuration.
3. Relative localization of a member with respect to other swarm members, but only its neighbours; we call this immediate relative localization (IRL), and its meaning will be elucidated later.

Different methodologies are required to solve the three tasks. In agreement with the swarm philosophy, each element must be able, if connected with the others, to perform the localization job. Pay attention to this last statement. We do not mean that each element must do all jobs; often, there is no need to know the positions of all machines. However, we must be able to use all the internal data, the external data communicated by the other elements, and the external data measured by the robot, including those deduced by observation of the environment.

The usefulness of the third categorization (IRL) was designed to obtain a rapid response to variations in the environment of the entire swarm. If the system had to attain thorough knowledge of its internal structure before deciding on the type of response of each unit of the swarm,
the reaction times would be far slower than the dynamics of environmental phenomena, and the system would have a low chance of succeeding in its mission. The recognition mechanism used by a school of fish that allows its members to rapidly change the position of the entire school just by looking at the movement of their neighbours is well known. In principle, IRL is similarly more easily achieved using simple signals (which are very fast and can be transmitted quickly) based on a physically fast transient mechanism, and possibly using a rapid propagation of fields such as the optical field. A livery, like fishes, is very useful to this aim. It does not need heavy image processing but only, for example, a measurement of reflected light. Later, if necessary, the swarm can compute the relative position of the whole system.

6. Needs of Scenarios

To address the localization problem of our swarm, we define three types of operative scenario:

1. The swarm is in the open water approaching the objective; eventually, monitoring is allowed. This should be the simplest localization situation; one element of the swarm is on the surface and fixes the position by GPS. The relative position of the other members is measured by other methods. Swarm shape is dependent on the task.

2. The swarm is operating very close to the objective. The shape of the swarm is able to maximize the area covered close to the objective. Landmarks of the objective are useful for localization.

3. The swarm is operating in a structured environment such as a harbour. This is the most difficult task, because the aim of the mission (surveillance, pollution monitoring, etc.) that determines the swarm’s movements and shape must take into account the constraints of the environment. In fact, in such conditions, some shapes are not possible. As an example, in a harbour it might be necessary to minimize the volume occupied by the swarm to avoid collision with the ship or other objects, and the use of an acoustic beacon could be convenient.

In these three different scenarios, the strategies of movement and localization might be completely different.

7. Equipment

Equipment to perform these solutions in the HARNESS project is divided between “basic requirements”, which is the minimum instrumentation we anticipate having in the single machine, and “desired requirements”, for enhanced instrumentation and better performance. Quantitative considerations for each apparatus are not reported here due to lack of space.

The basic equipment of all the machines is composed of Network communication, GPS, Depth meter, Inclinometer, Compass, Flash, Photodiode, Web camera, and Livery on the vessel’s surface. All this equipment is cheap and readily available.

The network is a requirement that exists not only for communication but must also be used for data exchange; we are interested in its use in sonar ranging for RL. Of course, the snapshot of configuration suffering a delay, presumably from durations of tenths of a second to second, should be sent for correction together with the estimated robot speed. The network should be able to shift the working frequency from 100 to 1000 KHz (at least two frequencies). This number is calculated by consideration of data rate and the use of the net as an emergency ping or localization signal. The distance we want to cover (a maximum of 50 metres) and the data rate should be between 10 and 100 Kbytes/sec.

All the available data will be fused and weighted with all the data coming from other instruments to enhance precision in the localization task. More than one algorithm is required; for example, a more complex one that uses all the available data and a faster one using only a subset of data, depending on the operating conditions and on the kind of localization required.

GPS is used for AL when a scout (a single robot that has been given this task) is on the surface. At commercial depth meter must be present for AL in the z dimension.

A couple of inclinometers are useful to measure the angle of position (yaw) with respect to the bottom of the sea. Another degree of freedom can be eliminated by using a compass, which must be posed carefully in case magnetic disturbances are present.

A photodiode is useful for obtaining the flash lamp sequence for light communication; as an example, a codified sequence could send the heading of the machine to close neighbours to change them. Therefore, we can transmit simple codified messages by flash to transmit a sequence; working on colour or flash times is more complicated; remember we are using a cheaper flash unit. In some cases, we can obtain an optical modem. This is a much cheaper and lighter instrument, but one that does not give information on the position of the light source. Works in progress are considering the use of flash lamps to calculate distances, in spite of the different water transparencies that modify transmission parameters.

A web camera with a flash lamp must be used for image recording. Moreover, by using omnidirectional vision it is possible with flashes synchronized or triggered by the first flash and using cumulative vision for a few seconds to get qualitative information on the density of machines and their neighbours. Of course, this is not metric information, but a single machine can obtain the information if it is far to the left (for example) of the swarm. Moreover, flashes could be useful to rescue a single machine experiencing difficulties, together with a switch of the network towards a lower frequency, working to increase the range distance.
The camera can also be used in the livery vision for IRL for fast reaction movements, but it requires a computational job that must be simplified, because image analysis is much too demanding. This last job could be performed as a batch as in Simultaneous Localization and Mapping (SLAM), distributing the computational cost on a parallelized machine (the swarm itself, if the network band-pass is adequate).

In the future, the machines can also be equipped with some more instruments, as described in the following paragraphs.

Some other pieces of equipment, such as an acoustic pinger; an LBL USBL device; DVL and AHRS electromagnetic devices; and gradient localization devices can increase the performance of the system. A harbour could be equipped, by USBL, at a reasonably low cost with respect to the normal costs of surveillance. A DVL device can be mounted to integrate its data with a cheaper AHRS device (like XSense, for example) for AL and RL (we avoid IMU, owing to the cost). Magnetic (and electrical) methods require further discussion. A quantitative measure of the absorption of electromagnetic waves in the water led to the realization that the radio frequency modem cannot be used in seawater. However, some new electromagnetic underwater modems offer promise for the topic under investigation; electromagnetic transmission in sea water is making progress with respect to that of last year [65, 30]. They saw an improvement in their performance leading to the development of commercial products [66, 67]: these new devices need to be investigated, since their dimensions seem to be too large for the HARNESS project. Electric and static magnetic fields also are under investigation. The machines could be equipped with a strong electromagnet. The advantage of a static magnetic field is in its possibility of transmitting some information to the other machines, like in a flash sequence. Moreover, the hope is that, unlike in the light source, it might be possible to obtain some quantitative information on the RL by the magnetic field vectors. An attempt to localize RFID using a magnetic field has been performed in air [68].

We started with [3], considering the Earth’s magnetic intensity field. Its scalar value is about 20 MicroTesla at the equator and 70 Micro-Tesla at the poles. We can consider these as constant values in our area of operation, with some exceptions. We can generate a known perturbation in magnetic Earth field to get information on the perturbation position, (distance or direction, among others) from these numbers. We calculated in [3] that a cheap magnetometer is able to do this (also taking into account the natural anomalies of the magnetic Earth). So far, we should be able to detect the spike in the magnetic field (we have calculated the values for some conditions) superimposed onto the Earth’s field that we generated in the sea. No information was obtained from the induced transient of the field but we measured a change in the magnetic Earth fields. We now have two opportunities; one is a very slow modulation of the field (to reduce attenuation of the field) carrying some codified information, like a flash lamp. The second is to make an attempt to calculate the position of the field generator. This has been done for two objects in open space. It is difficult to do this for a multisystem in the sea but we are investigating the possibilities.

8. The Localization Problem: Our First Proposal

Now we focus our attention on the relative localization problem, i.e., how to determine the swarm configuration from the signals that the robots exchange between themselves. Absolute georeferenced localization will be available only when one of the members emerges to fix its GPS position, or when some georeferenced map position or landmark is available in the water.

Each machine is characterized by six degrees of freedom, but two of them (depth and heading) are very easy to measure, using a depth meter and a compass. If the machine has cylindrical symmetry, one is uninfluenced. Considering the yaw is not important (our images of the torpedo are always quite parallel to the ground, with the exception of a few acceleration seconds); we understand that the real difficulties arise from the coordinates x-y of the centre of mass. The x-y plane is referred to as parallel to the bottom of the sea.

We shall consider two possibilities: one when the robots have a speed meter and a second when they do not. Two different methods are presented to achieve the same aim: which is the geometric configuration of the swarm in space.

To obtain the complete configuration, it is enough to choose one member as the axes’ origin and obtain the relative positions in space of three or (better) four or more of the other members as a constellation. At a later date, any other member will be able to localize from its distance from the constellation, using algorithms commonly used in GPS calculations [69, 70]; in this manner, the initial members are used like a constellation of satellites. Therefore, we now need to localize some members, with respect to one [69]. Once we obtain the constellation, localizing the whole swarm by distance is an easy and knowable task.

In some fortunate circumstances we might have some vessels on the surface (which can be substituted by little boats), and we could take advantage of a high band-pass using a laser communication system (if one is available) and an easy transmission vertical channel. In fact, the collimation problem between vessels typical of laser transmission can, in this case, be partially avoided (the solid angle has been well selected).

If we do not have the surface vessels, we can calculate the Relative Localization (i.e., the configuration of the swarm) by solving the distance equations, and create a constellation by using a fairly similar trilateration problem.

Now we can see how to obtain the coordinates of the vessels that we shall use, and their constellation.

Ramiro dell’Erba:

Determination of Spatial Configuration of an Underwater Swarm with Minimum Data
What kinds of signal are exchanged between the robots? Remember that communication is a problem in an underwater environment, so we must achieve results with a minimum of data exchange. This means that all communication between the robots must be used to gain information on their positions; we decide that each communication must contain at least the identity of the transmitter and the starting time of transmission. This is not enough for our purposes, so we must include in the message something more, but with a minimum increase of the bytes to be transmitted.

In a previous work [3], we showed that configuration can be obtained using the following elements transmitted in communications: 1) ID of the vessel; 2) time; 3) speed; 4) its neighbours’ data for the three previous elements. This is called the “heartbeat” of the swarm, and these data must be available not only for the member itself but also for its neighbours.

Heartbeat signal = [ID, time, speed, neighbours’ distances]

Therefore, each robot transmits these data, probably together with some other communication. We are considering, here, the x-axis oriented in the northern direction.

From the time of flying, we obtain from the acoustic signals the relative distance between the robots. At this point, we face a trilateration problem but, unlike in the standard problem, we do not know the position of the beacons so it is a very difficult calculation. From an algebraic point of view, this problem is classified as a non-polynomial hard problem. It has some similarities with the problem of determining the conformation of the proteins with from the molecular distances obtained by NMR experiments [71, 72, 73, 74, 75]; in our case, however, we are sensitive to some symmetrical conditions that make the calculation more difficult. In fact, starting from the distances between the robots we obtain many possible solutions, owing to the high degree of the non-linear equations system. We have to use some more information to choose the only right one, corresponding to the real situation.

We have built a simulator, using the Mathematica software by Wolfram Research, able to manage this task. Consider Figure 6, depicting some grey robots; their positions are unknown to themselves, so one of them (the green one) decides to be the axes’ origin and starts to calculate the swarm’s configuration. Later, it receives the information relative to three other robots (six distances and three speeds). We now have our equations system.

\[ d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2} \]

With \( i,j = 1,2,3,4 \).

We have solved the system and have eight possible solutions as shown in Figure 7, where the blue robots are the possible candidates. Note that we represent seven machines instead of six, owing to the multiplicity of the solution.

![Figure 6](image6.png)

**Figure 6.** The initial configuration, in which each robot ignores the existence of the others. When one member receives a signal to become green, it decides to be the axes’ origin and starts to calculate the swarm’s configuration.

![Figure 7](image7.png)

**Figure 7.** The first eight possible configurations of six vessels. Note the presence of seven points, except one owing to the degeneracy of the solution. Grey vessels are unknown in their existence, the green vessel is chosen as the axis origin and blue vessels send a heartbeat signal to the green one.

Now we cannot go any further, and in order to select the unique correct solution we proceed as follows.
We have multiple possible solutions and need some more information in order to select between them. A flash, for example, to determine the direction from which the signal arrived could be useful information. A cleverer system is to use a any (but known) movement of the swarm and to repeat the calculation for the multiple solutions corresponding to the newly possible configuration. Repeating the calculation after the displacement, we obtain a new set of eight possible solutions. Using the preceding configuration and applying a transformation from the known movement, we now obtain only one configuration matching the old and the new. In other words, if we have the speed of this set, we repeat the measurements after a known movement. At this point, we have another eight possible solutions but only one of them is compatible with the displacement, using coordinates changes given by the known movement. The final solution is visible in Figure 8, represented by red dots.

This is because each solution must conform to:

\[ x_k = v_i \times t \]

and

\[ y_k = v_i \times t \]

where \( k \) is the \( k \)-ma possible solution (\( k=1,8 \)) and \( v_i \) is the known speed of the \( i \)-ma machine.

Note that if the movement is a uniform translation, we obtain no more information and the problem cannot be solved; luckily, in the real environment, this case never appeared. So far, we have our constellation.

Reassumining our simulation algorithm, we generate the position of the vessels and proceed in two steps:

2. Classical trilateration calculation using a GPS system (non-linear least squares, circle intersections, etc.)

One member receives a “heartbeat” broadcasting signal (a low frequency signal that each vessel transmits) and is chosen as the coordinate origin (the green vessel). The signal contains ID, time, its neighbours’ distances and the last estimated movement vector.

Then this vessel (any of the vessels can do this job) calculates the distance of the closest surrounding vessels (represented by blue) and the distances between them, whereas the others (in grey) will be ignored and do not exist at this time. This can be done using whatever signal is received from the vessels.

Solving the equation system of a similar trilateration problem (but with stations’ coordinates unknown), we obtain the eight possible configurations of the three vessels (the blue dots); this is because the problem has multiple solutions owing to its symmetrical geometry, knowing only distances. The possible solutions are shown in Figure 7. The grey robots are still unknown (do not exist) and the blue robots are candidates for the configuration. Note that only one of the eight is correct, but that which one is correct is unknown at this time. We have multiple possible solutions and in order to select between them we need some more information. The reason for this is that, as in Figure 7, there are some blue ghost robots that do not match the corresponding grey ones, and seven instead of six vessels are visible in Figure 7. Now it is possible repeat the process for the other vessels. Repeating the calculation after the known movement solves the configuration problem, as can be seen in Figure 8, and we have our constellation.

The flow chart is:

- One robot receive the distances
- Eight possible solutions are calculated
- The swarm performs a movement at a known speed
- The robot receive the new distances
- The robot recalculates eight possible new solutions
- The robot chooses the only solution compatible with the speed and the old eight solutions
Many improvement of this method can be applied.

As an example, to overcome signal delay problems (some vessels could stray too far from the original coordinates), another vessel can be taken as the origin coordinates and the found configurations can later be matched together, taking into account the different time measurements and using speed to interpolate positions. We can use these as a base constellation for the others, such as GPS satellites. So far, for these other robots, we only need the distances between them and no other movements, because the constellation is known.

Multiple combinations of the method, to minimize errors, are possible. More than one constellation is possible, adding new members and repeating calculations. The coordinates of a new member can be calculated using constellation distances or another known movement.

Later, the constellations can be varied and updated with new data, repeating the process for other vessels. This work can be done in different volumes of the swarm and matched together later; this entails the clustering of the swarm if it is too large to be managed in a reasonable time.

So far, we have eliminated the multiplicity of the solution of a trilateration problem by a generic, but known, movement of the swarm. We need, therefore, two heartbeats in two different but preferably close time periods. This method uses every signal exchanged between the swarm elements.

Of course, it is necessary to be careful of noise in the distance measurements, making an acceptance protocol of the data necessary. An optimization proceeding, instead of solving an exact algebraic equations system, should also be used to avoid equations systems without solutions; this is the subject of the second method we propose.

9. The Localization Problem: A Better Solution

Now we want something both simpler and cleverer. Because the vessels are very cheap, we might not have any information about speed, which, moreover, is often affected by many errors; therefore, we use an optimization procedure with constraint. However, we have a depth meter (so the z coordinate is known, see Fig. 9, where the tracks of three robots are plotted) and a cheap compass that give us the orientation of the robots. The problem is, therefore, bidimensional, considering the projections of the trajectories on the x-y plane. Our second simulation algorithm can demonstrate that these, more cheaply obtained, data are enough to solve the degeneration of the solutions in one or more steps of movement, with some differences with respect to the old method. Our aim is always to obtain the satellites’ constellation, comprising at least three machines, to use to build the configuration of the entire swarm.

So far, in this case, our heartbeat signal will be = [ID, time, orientation, depth, and the neighbours’ information for those factors]. We are also considering north as the direction of the x-axis.

The distances between the vessels are always calculated by the time of flight of the signal, using all the acceptance and errors procedures, to take into account the fading, reflections and the many errors affecting the measurements.

It must be considered that by using orientation information, we are working with an inequality condition on the coordinate in a different time. This means that many compatible conditions exist, and that a single step cannot be enough to solve the degeneracy of the solutions in the equation’s system distances. Three or more steps of motion might be necessary (in the simulation, we found up to seven) to resolve the degeneracy of the equations system.

The advantage of this cheaper algorithm lies in the very small amount of data that must be transmitted in each communication. Moreover, we can recover the speed of the robots and all the tracks once we have calculated the configurations. This is a significant result because a speed measurement in water is always a hard one to take. Note that at the beginning, we are only using three robots; if additional information about a fourth or more robots is available, it can be used to resolve the degeneracy more quickly. Typically, a situation with only three robots cannot be solved quickly.

Unfortunately, the ideal situation studied is unrealistic as the data are sure to be affected by many errors. This method only works in our simulation and might cause problems in an experimental campaign. We have tried inserting random errors in the simulation for the distance measurements and this led fairly quickly to equations systems without solutions. The use of inequalities, together with the errors affecting distance measurements, forced us to abandon the possibility of solving an equations system.

So far, we developed a new algorithm using a minimization procedure of one or more objective functions, which works much better with inexact data and the many constrained conditions expressed in inequalities form. The advantages are that any new variables, together with their constraints, can be added very easily to the algorithm. The presence of
a new machine can also be added very easily. The con-
straints on the variables lead us to search for the solutions.
So far, we have the same distance equation as before:

\[ d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2} \]

With \( i,j = 1,2,3 \).
The constraints are of three kinds.
The first is given by the orientation angle: if the cosine of
the angle at time \( t_h \) of the robot \( i \) is positive, then the \( x \)
coordinate of the same robot at time \( t_{h+1} \) is greater than the
preceding one, and so on. Therefore:

If \( \cos \alpha_i(t_h) > 0 \) Then \( x_i(t_{h+1}) > x_i(t_h) \)

For the sine of the angles, there are similar relationships.
We are assuming that the orientations do not change much
in the time period considered; this curtails the number
of possible solutions.
The second kind is regarding the distances: the \( x_i(t_h) \) (the
coordinate of robot \( i \) at time \( h \)) is linked to the coordinates
of the other robots, at the same time, by the distances
between them. Note that if I have no distances to input, that
is no problem for the algorithm, it is just that some con-
straints are missing; the result can be obtained all the same:

\[ x_i(t_h) < x_i(t_h) + \text{dist}(P_i(t_h), P_j(t_h)) \]

and

\[ x_i(t_h) > x_i(t_h) - \text{dist}(P_i(t_h), P_j(t_h)) \]

The third kind of constraint comes from the maximum
speed; we do not know the robot’s speed but, without a
strong current, we can affirm that variation in the \( x \)
coordinate within a known time interval cannot be greater
than the maximum speed multiplied by the time interval:

\[ x_i(t_{h+1}) > x_i(t_h) - v_{\max} \cdot (t_{h+1} - t_h) \]

and

\[ x_i(t_{h+1}) < x_i(t_h) + v_{\max} \cdot (t_{h+1} - t_h) \]

Every new constraint is well accepted and can be inserted
into the algorithm. The algorithm also has a tolerable
acceptance for constraints, so contradictory constraints
resulting from errors in measurements, can be matched. It
has been developed using the Mathematica software by

Wolfram Research, but can also be implemented in C
language on board the vessels.

Therefore, we used a minimization procedure for one or
more objective functions. The base objective function to be
optimized is the sum of the square of the distance formula
less the measured distances, together with the angular
coefficients’ formula less the measured one. This should be
close to zero (equal to zero, when the equations system is
used).

It is well known that there are many methods in optimiza-
tion; if the system or the conditions on the variables are non-
linear, there are no sure methods of obtaining a global
minimum of the objective function. Therefore, we have also
tried many optimization methods in the multivariate
mode, using more than one objective function. An example
of a multi-objective function can be obtained if we separate
the first function (the sum of the square of the distances)
to two parts.

In Fig. 9, the trajectories of three robots over different
periods (10 time steps) are shown. When we tried to solve
the configuration problem, see Fig. 10, after two steps of
periods we get three possible solutions; only one is the real
one, but we do not know which and have no way of
choosing. We need another step in order to solve and obtain
a unique solution. Note that a swarm composed of only
three robots is more subject to a multiplicity of solutions,
owing to the large number of possible symmetries.

In some particular conditions, we can use some tricks to
obtain our solution. As an example, a nice system to obtain
a global minimum is achieved taking into account two
factors. As first, we are working within a circle of 50 metres’
radius (the maximum distance between two robots).
Moreover, we are interested in a precision of 0.1 metres.
Therefore, we can discretize our space and work with
integers numbers. This means that the \( x \) coordinates,
ranging over 100 metres, can assume 1,000 different values.
The ones on the y-axis depend on their distance from the
origin. The number of possibilities increases very quickly;
two robots, more that the axes’ origin has 1,000 x 1,000 x
possibilities of \( x_2 \) and \( x_3 \) (x coordinate of Robots Two and
Three, respectively). The constraints, however, prune the
number of those possibilities very quickly; they become of
the order of 1,000, taking into account the fact that Robot
Three must be at a fixed distance between the first robot
(the origin) and the second. Therefore, it is possible to
realize a brute force algorithm that can calculate the global
minimum of the objective function (Mathematica examines
ten million possibilities in one second).

Another trick, introducing a few errors into the solutions,
could be the following. If we have the values for \( x_i(t_h) \) (x
coordinate of machine \( i \) at time \( h \)), then it will be easy to
solve the system equations (as in the old method) or the
objective function in order to obtain the configuration of
the swarm. Unfortunately, we do not have those values.
However, if two robots are very close each other we should
We also have introduced some random errors in the distance measurements; the minimization method has the advantage that we obtain the same configuration.

The flow chart describing the procedure is the following:

10. Open Questions and Future Work

Some considerations must be underlined and some points must be clarified regarding the work presented in this paper, as work remains to be done.

In particular, we noted that the convergence speed of the algorithm depends on the initial configuration. So far, more than one step of motion is necessary to solve the swarm configuration. The simulation gives results in which the more similar the initial conditions between robots (orientation and unknown speed), the more steps are needed; though if you get more than one solution, they are often very close to each other. How many steps of movement does one need to obtain a unique solution? It depends on the initial positions. How do the initial positions influence the number of steps? These are some questions we are investigating to obtain a quantitative treatment. Therefore, we are working on a better mathematical treatment to determine how many steps one needs and how those steps depend on the initial configuration.

Sometimes, the minimization method did not converge in a reasonable time (generally, a few seconds) or it stopped on a local minimum of the objective function; moreover, no solution was available by the old method of solving the system equations. We still need to understand what is locking the procedure. Once again, this requires a more refined mathematical treatment. In any case, a pruned brute-force algorithm seems to be promising.

The robots do not emit their signals at the same time: interpolation needs to occur. Considering the slow speed

Figure 10. Example of multiplicity of the solution after two steps. All the solutions are possible but only one (the second) is the real one; we need one or more motion steps to identify it.

Another possibility is to use the flocking rules [76, 77, 78, 79, 80, 81, 82, 83], governing the behaviour of the single elements of the swarm, to curtail the number of less probable configurations.

consider the \( x_i(t_h) \) coordinate equal to distance, and the calculation then becomes very quick to solve. We have calculated that the errors we introduce by this approximation are quite equal to the errors between the real \( x_i(t_h) \) coordinate and the distance. This error affected all the other calculated coordinates and does not grow with the increase in time or numbers of steps. Therefore, in some cases we can use this approximation to obtain a quick result.
of the machines, this should be not a problem but it must nevertheless be quantified.

We have to put together configurations calculated in different times and places. This means that we have put together all the possible configurations, if any one element of the swarm performs the same calculations considering itself as the axes’ origin; this reduces the errors in coordinate calculations.

Finally, we have to build the final configuration of the whole swarm, putting all the pieces together.

11. Conclusion

In this work, we have explained how the HARNESS project could be useful for coastal monitoring, surveillance and many other purposes; we propose deployment of a swarm of underwater, cooperating robots. The advantages lie in the economy of the method, the parallelization of the task and the robustness of the system. The disadvantage lies in the major difficulty of controlling the swarm, owing to the presence of a new layer named the “Swarm control” which has different rules from the individual machine control. Many difficulties remain to be studied, especially in the communication between swarm elements, owing to the unfriendly environment that limits the communication channel if different methods are used together.

In this paper, we focused our attention on the localization problem; we have generalized and enhanced the work presented in the Bio Inspired Robotics Conference in May 2014. Acquiring knowledge of the swarm configuration problem, which is only one aspect of the general localization problem, is a very important task; it has been solved using very few pieces of data exchanged between the elements of the swarm to minimize the use of band-pass. We have developed a simulation algorithm concerning the motion of a swarm and the signal exchanged between the individual robot machines, which is able to build the configuration of the system. Two different methods have been implemented. The principal difference is that in the first we need a speed meter on board, while in the second we do not. Moreover, the second method is less sensitive to the errors affecting the measurements, using an optimization procedure.

Some aspects of the convergence of the algorithm must still be investigated, together with a better mathematical treatment of the theory, but some suggestions have been given in this paper.

The work is in progress in our laboratory, with an experimental campaign in the Bracciano Lake.
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